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ABSTRACT
We review the topic of entropy stability of discrete schemes, finite-difference and

finite-volume schemes, for the approximate solution of nonlinear systems of conserva-

tion laws. The question of entropy stability plays an important role in both, the theory

and computation of such systems, which is reflected by the extensive literature on this

topic. Here we focus on a several key ingredients in the study of entropy stable

schemes. Our main theme is the investigation of entropy stability using a comparison
principle. Thus for example, the entropy stability of scalar monotone schemes follows

from a comparison with constant solutions, and the more general E-schemes are stable
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by a comparison with Godunov solvers. For system of conservation laws, entropy sta-

bility is investigated by comparing the amount of their numerical viscosity with that

of certain entropy conservative fluxes. These ingredients are explored in the context

of first- and second-order schemes and lend themselves to higher-order methods and

multidimensional schemes on unstructured grids.

AMS Classification Codes: 65M12, 35L65, 65M06, 35R06

Keywords: Entropy inequality, Entropy stability, Monotone schemes, E-schemes,

Entropy conservative schemes, Numerical viscosity, Euler and Navier–Stokes equa-

tions, High-order methods, Unstructured grids

1 ENTROPIC SYSTEMS OF CONSERVATION LAWS

We are concerned with discrete approximation to hyperbolic systems of con-

servation laws. These laws take the form,

@

@t
u +
Xd
j¼1

@

@xj
fð jÞðuÞ¼ 0, x¼ðx1,…,xdÞ 2O, t2 +, (1)

governing the flow of n conservative variables,a u(x, t) ¼ (u1(x, t), …,

un(x, t))
>, by their fluxes, fðuÞ¼ fð1Þ,…, fðdÞ

� �
, where fðjÞðuÞ :n 7!n. We

consider the Cauchy problem, where a solution of (1) is sought subject to pre-

scribed initial data u0(x), in either the whole space, O¼d, or the periodic

torus, O¼d; in either case, there are no contributions from the boundaries.

The system is hyperbolic if the eigenvalues of the n � n symbol,P
jxjAjðuÞ, AjðuÞ :¼ @uf

ð jÞðuÞ, are real for all real x ¼ (x1, …, xd).
The progress in the development of mathematical theory for nonlinear sys-

tems of conservation laws was summarized over the years in a series of mono-

graphs and books, starting with the classical work by Courant and Hilbert

(1962) and followed by Lax (1973), Smoller (1983), Whitham (1999), Serre

(2000), Bressan (2000), Dafermos (2016), as well as a series of biannual

conferences devoted to the theory, numerics and applications of hyperbolic

problems (Hyp. series, 1984–2016).
The study of such systems was motivated, to a large extent, by the canoni-

cal example of the compressible Euler equations.

Example 1 (Euler equations). The compressible Euler equations given by

@

@t

r
m

E

2
4

3
5 +
Xd
j¼1

@

@xj

mj

vjm+ p
vjðE+ pÞ

2
4

3
5¼ 0, (2)

express the conservative flow of density r, the d-dimensional momentum

m :¼ rv, and (total) energy E, in terms of the fluxes f ( j)(u) ¼ (rvj, rvjv+p,

aHere and later, scalars are distinguished from vectors which are denoted by bold letters.
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vj(E+p))
>, where the closure for the pressure is determined by the g-law,

p :¼ (g � 1)(E � rjvj2/2).
Euler equations (2) admit yet another conservation law which is expressed

in terms of the specific entropy S :¼ lnðpr�gÞ,
@

@t
�rSð Þ+

Xd
j¼1

@

@xj
ð�rvjSÞ¼ 0: (3)

The last equality, which follows by formal manipulations of (2), asserts

the conservation of the entropy �(u) ¼ �rS in terms of the entropy flux

F(u) ¼ �rvS. This motivates the notion of entropy pairs for general system
of conservation laws.

1.1 Entropy Pairs

An entropy pair associated with (1) consists of a convex entropy � :n 7!

and the corresponding entropy flux F¼ Fð1Þ,…,FðdÞ
� �

:n 7!d, such that

the following compatibility relations holdb

�0ðuÞAjðuÞ¼FðjÞ0ðuÞ, AjðuÞ¼ @

@u
fðjÞðuÞ, j¼ 1,…,d: (4)

The existence of such compatible entropy pair allows us to proceed with the

following formal manipulation

�ðuÞt +rx �FðuÞ¼ �0ðuÞ,uth i+
Xd
j¼1

FðjÞ0ðuÞ, uxj
D E

¼ �0ðuÞ,ut +
Xd
j¼1

AjðuÞuxj
* +

¼ �0ðuÞ,ut +rx � fðuÞh i¼ 0:

(5)

Thus, if u is a classical C1-solution of the conservation law (1), then the pair

�ðuÞ, FðuÞð Þ forms a conservative extension of it, in complete analogy to the

conservation of physical entropy in Euler equations (3). The convexity of � ¼
�(�) signifies that �(u) is a nontrivial extension, beyond the obvious conserved

linear combinations c � u. Thus for example, the judicious minus sign in (3) is

chosen to make the corresponding Euler’s entropy, �(u) ¼ �rS, a convex

entropy function of the conservative variables r, m and E.
Nonlinear conservation laws may admit one or more entropy pairs, or

none at all. This depends on whether there exists a Hessian �00ðuÞ which

symmetrizes the Jacobians Aj(u) ¼ @uf
( j)(u). Observe that systems which

do admit an entropic extension are necessarily (symmetric) hyperbolic: since

terms on the right of the identity (which follows by differentiation of (4)),

bWe let prime denotes the gradient w.r.t. to specified variable, X0ðuÞ :¼ Xu1 ,…,Xunð Þ.
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�00Aj �F00
j ��0A0

j, are symmetric, the Aj’s are symmetrizable and hence have a

complete set of real eigen-system. Scalar equations have all convex functions

as admissible entropy functions. One-dimensional system in n unknowns

admit entropy functions for n ¼ 2, but the overdetermined symmerazibility

condition, �00Aj ¼A>
j �

00, may fail for n � n systems with n > 2 unknowns.

We focus our discussion on entropic systems of conservation laws—those

that are endowed with at least one entropy pair. Most “physically relevant”

systems, Euler equations, the shallow-water equations, MHD equations,

etc., are entropic.

1.2 Entropy Inequality

The generic phenomena associated with these nonlinear equations are the

finite-time breakdown of differentiability of their solutions. Thereafter, one

must admit weak solutions, where (1) are interpreted in distribution sense

(Dafermos, 2016). Among the possibly many weak solutions, physically rele-

vant solutions are postulated as those realized by vanishing viscosity limits,

u¼ lim E#0uE, where

@

@t
uE +

Xd
j¼1

@

@xj
fðjÞðuEÞ¼ EDuE: (6)

In this context of weak solutions, one cannot proceed with the formal manipu-

lations (5) which led to the entropy equality �(u)t + rx � F(u) ¼ 0. Instead,

arguing along the lines of (5) while using the convexity of �(�), we end up with

�ðuEÞt +rx �FðuEÞ¼ �0ðuEÞ,uEt +rx � fðuEÞ
� �

¼�E �0ðuEÞ,DuEh i� ED�ðuEÞ� E rxu
E,�00ðuEÞrxu

Eh i� ED�ðuEÞ:

It follows that boundedly a.e. limits of vanishing viscosity solutions satisfy the

entropy inequality,

�ðuÞt +rx �FðuÞ� 0: (7)

A weak solution of (1) is entropic if it satisfies the entropy inequality (7) for
all admissible entropy pairs (�, F) associated with (1). This notion of entropy

solution is the cornerstone for the theory of hyperbolic systems of nonlinear

conservation laws. We mention here the pioneering contributions (Godunov,

1961; Kruzkhov, 1970, §7; Friedrichs and Lax, 1971; Lax, 1957, 1971).

1.3 The One-Dimensional Setup

The entropy inequality involves an entropy flux whose components, F ¼ (F(1),

…, F(d ))>, are aligned with the Cartesian coordinates and sought to satisfy the

compatibility requirement (4), one component at the time. We can therefore

reduce the question of entropic solution to the one-dimensional case,
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where the conservative variables u ¼ (u1, …, un)
> are balanced by the flux

f(u) ¼ (f1(u), …, fn(u))
>,

@

@t
uðx, tÞ+ @

@x
fðuðx, tÞÞ¼ 0, ðx, tÞ 2O� +: (8)

The system is augmented with (one or more) entropy inequalities

@

@t
�ðuðx, tÞÞ + @

@x
Fðuðx, tÞÞ� 0, (9)

which should hold for all admissible entropy pairs (�, F), satisfying the

compatibility condition (4), �0A ¼ F0, realizing the boundedly a.e. limits of

vanishing viscosity limit (Bianchini and Bressan, 2005). Again, the prototype

example is the one-dimensional Euler equations, where the density, momen-

tum, m :¼ rv, and energy, u ¼ (r, m, E)> are balanced by the flux f(u) ¼
(rv, rv2+p, v(E+p))>. One seeks entropic solutions which satisfy, in addition,

the entropy inequality �rSð Þt + �rvSð Þx � 0.

2 DISCRETE APPROXIMATIONS AND ENTROPY STABILITY

Weak solutions of (8) can be observed in terms of their (sliding) averages,

�uðx, tÞ :¼ 1

Dx

Z
Ix

uðy, tÞdy across the cell Ix :¼ x�Dx
2
,x+

Dx
2

� �
. Integrating (8)

over the control volume OD :¼ Ix � [t, t + Dt] we find

�uðx, t+DtÞ� �uðx, tÞ
Dt

¼ � 1

Dx
f
�

x+
Dx
2

� 	
� f

�
x�Dx

2

� 	� �
: (10)

This reflects the balance between the difference of spatial averages on the left

and the temporal averages of fluxes on the right, f
�

x+
Dx
2

� 	
:¼

Z t+Dt

t¼t

f u x+
Dx
2
,t

� 	� 	
dt.

We are interested in computation of approximate entropy solutions of (8)

and (9). To this end we now fix the mesh ratio between a small time-step and

the size of spatial cells, l :¼ Dt
Dx

, and we consider the corresponding class of

conservative schemes of the form

unðt+DtÞ¼ unðtÞ� Dt
Dx

fn + 1

2

� fn�1

2

� �
: (11a)

Here, un(t) denotes the discrete solution, viewed as an approximate cell aver-
age unðtÞ� �uðxn, tÞ centred at (xn, t). At the heart of matter are the numerical
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fluxes depending on 2p neighbouring gridvalues,c fn+ 1

2

:¼ fðun�p+ 1ðtÞ,
…,un + pðtÞÞ, which approximate the differential flux, fn+ 1

2

��f ðxn + 1

2

, tÞ, and in

particular, are consistent with the differential flux in the sense that

fðu,u,…,uÞ� fðuÞ: (11b)

The framework of conservative difference schemes (11) was initiated in the

seminal paper of Lax and Wendroff (1960).

2.1 Examples

We mention four canonical examples.

Use forward differencing in time and centred differencing in space to

discretize (8). The resulting so-called forward Euler scheme reads,

unðt+DtÞ¼ unðtÞ� Dt
2Dx

fðun+ 1ðtÞÞ� fðun�1ðtÞÞð Þ, which is associated with

the numerical flux fFE
n+ 1

2

¼ 1

2
fðunÞ+ fðun+ 1Þð Þ. It is a prototype example for

an unstable scheme due to amplification of high-modes and lack of numerical

dissipation to tame their unbounded growth.

The Lax–Friedrichs scheme is the canonical example for a robust numeri-

cal solver

unðt+DtÞ¼ un + 1ðtÞ+ un�1ðtÞ
2

� Dt
2Dx

fðun + 1ðtÞÞ� fðun�1ðtÞÞð Þ: (12)

It is associated with numerical fluxd fLxF
n+ 1

2

¼ 1

2
fðunÞ+ fðun+ 1Þð Þ� 1

2l
Dun + 1

2

.

The Lax–Wendroff scheme is the prototypical example of a second-order

accurate finite-difference scheme

unðt+DtÞ¼ unðtÞ� Dt
2Dx

fðun+ 1ðtÞÞ� fðun�1ðtÞÞð Þ

+
ðDtÞ2
2ðDxÞ2 An + 1

2

Dfn + 1

2

�An�1

2

Dfn�1

2

� �
:

(13)

Here, An + 1

2

is the mid-value of the Jacobian such that Dfn+ 1

2

¼An + 1

2

Dun+ 1

2

. The

corresponding flux is found to be fLxW
n+ 1

2

¼ 1

2
fðunÞ+ fðun+ 1Þð Þ�l

2
A2

n+ 1

2

Dun + 1

2

.

Godunov’s scheme (Godunov, 1959) is the forerunner for the class of

finite-volume schemes. It evolves a piecewise-constant approximate solution

cRemark that the numerical flux involves a stencil of 2p neighbouring grid values centred at half-

indexed gridpoints, fð � , � ,…, � Þ↝fn	1

2

, and as such, could be clearly distinguished from the (same

notation of ) the differential flux tagged at integer indexed gridpoints, f(�) ↝fn.
dFor a given gridfunction {Xn} we let DXn + 1

2

denote the forward difference, DXn + 1

2

:¼Xn+ 1�Xn,

centred at xn+ 1

2

. Thus for example, Dfn+ 1

2

¼ fðun + 1ðtÞÞ� fðunðtÞÞ and Dun+ 1

2

¼ un+ 1ðtÞ�unðtÞ.
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uDðx, tÞ :¼
P

nunðtÞ1Ixn ðxÞ, using the exact entropic solution operator. The

“pushed-forward” solution, {uD(x, t), t > t} is then realized at t ¼ t + Dt in

terms of its cell-averages, unðt+DtÞ¼ 1

Dx

Z
Ixn

uDðy, t+DtÞdy: appealing to (10)

we find that these cell averages, un(t + Dt), satisfy

unðt+DtÞ¼ unðtÞ� Dt
Dx

f uR xn + 1

2

, t+
Dt
2

� 	� 	
� f uR xn�1

2

, t+
Dt
2

� 	� 	� 	
:

(14)

Here, uR xn+ 1

2

, t+
Dt
2

� 	
is the centred value of the entropic solution for the

Riemann fan which resolves the discontinuous jump from u‘ ¼ un�1

2

to

ur ¼ un + 1

2

at ðxn+ 1

2

, tÞ.

2.2 Entropy Stability

Let (�, F) be an entropy pair associated with the system (8). The scheme (11)

is entropy stable w.r.t. such a pair, if it satisfies a discrete entropy inequality

analogous to the entropy inequality �ðuÞt +FðuÞx � 0, namely, if

�ðunðt+DtÞÞ� �ðunðtÞÞ� Dt
Dx

Fn+ 1

2

�Fn�1

2

� �
: (15)

Here, Fn+ 1

2

:¼F un�p+ 1ðtÞ,…,un+ pðtÞ

 �

is a numerical entropy flux which is

consistent with the differential one, F(u, u, …, u) ¼ F(u).
The development of numerical methods for approximate solution of non-

linear conservation laws paralleled the development of the analytical theory.

It was driven, to a large extent, by the need for scientific computation of

stable, high-resolution simulations which in many cases, superseded the ana-

lytical theories at the time. We mention the pioneering work of von Neumann

(Lax, 2014; von Neumann and Richtmyer, 1950). The progress in the devel-

opment of numerical methods for nonlinear systems of conservation laws

was summarized over the years in a series of monographs and books, starting

with the classical work by Richtmyer and Morton (1967) and followed by

LeVeque (1992), Godlewski and Raviart (1996), Cockburn et al. (1997),

LeVeque (2002) and Gustafsson et al. (2013).

3 ENTROPY STABLE SCHEMES FOR SCALAR
CONSERVATION LAWS

3.1 Monotone Schemes

A main feature of scalar conservation laws is monotonicity. Let u1(�, t) and
u2(�, t) be two entropy solutions of the scalar law ut + f(u)x ¼ 0 subject to

two different initial data, u10 and u20, and assume that u20 dominates u10,
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denoted u20 
 u10, in the sense that u20ðxÞ� u10ðxÞ 8x. Then u2(�, t) 
 u1(�, t).
Namely, a relative ordering among entropy solutions propagates in time. This

follows at once from the corresponding ordering of the viscosity solutions,

u20 
 u10 ↝ uE2ð �, tÞ
 uE1ð �, tÞ. We turn to the discrete case,

unðt+DtÞ¼ unðtÞ� Dt
Dx

fn + 1

2

� fn�1

2

� �
, fn + 1

2

¼ f ðun�p + 1ðtÞ,…,un + pðtÞÞ: (16)

The scheme is monotone if un(t + Dt) is an increasing function of its 2p + 1

arguments, (un�p(t), …, un+p(t)) on the right of (16). Let u(t) :¼ (…, un�1(t),
un(t), un+1(t), …) and (t) be two different discrete states at time level t. Mono-

tone schemes propagate their order, namely, if u(t) 
 (t) in the sense that

unðtÞ� vnðtÞ 8n, then u(t + Dt) 
 (t + Dt).
The entropy stability of monotone schemes, originally due to Harten et al.

(1976) and Sanders (1983), follows from a comparison with the constant

solution,e c :¼ (…, c, c, c, …). We recall here the elegant argument of

Crandall and Majda (1980). Consider the discrete grid function ðuðtÞ _ cÞn :¼
maxfunðtÞ,cg: since u(t) _ c dominates both— u(t) and c, monotonicity implies

unðt+DtÞ _ cð Þ� unðtÞ _ cð Þ� Dt
Dx

fn+ 1

2

ðuðtÞ _ cÞ� fn�1

2

ðuðtÞ _ cÞ
� �

, l

where we abbreviate fn+ 1

2

ðu _ cÞ :¼ f ðun�p+ 1 _ c,…,un + p _ cÞ. Similarly,

since ðu^ cÞn ¼ minfun,cg is dominated by both u(t) and c, it follows that

unðt+DtÞ ^ cð Þ� unðtÞ ^ cð Þ� Dt
Dx

fn+ 1

2

ðuðtÞ ^ cÞ� fn�1

2

ðuðtÞ ^ cÞ
� �

,

Taking the difference of the last two inequalities yields

junðt+DtÞ� cj � junðtÞ� cj� Dt
Dx

Fn+ 1

2

�Fn�1

2

� �
,

whereFn+ 1

2

:¼ fn+ 1

2

uðtÞ _ cð Þ� fn + 1

2

uðtÞ ^ cð Þ is a numerical flux consistent with

the entropy fluxF(u;c)¼ f(u_ c)� f(u^ c).We conclude thatmonotone schemes

are entropy stable with respect to the class of Kruzkov entropy pairs (Kruzkhov,

1970) �ðu;cÞ¼ ju� cj, Fðu;cÞÞ¼ signðu� cÞ f ðuÞ� f ðcÞð Þ.
Example 2 (3-point schemes). Consider the class of scalar schemes based on

3-point stencils,

unðt+DtÞ¼ unðtÞ� Dt
Dx

f unðtÞ,un + 1ðtÞð Þ� f un�1ðtÞ,unðtÞð Þð Þ:

The scheme has monotone dependence on un	1(t) if and only if its two-point

flux, f(u‘, ur), is increasing in u‘ and respectively decreasing in ur, abbreviated
as f(" , #). The monotone dependence on un(t) follows from a CFL condition

eObserve that c is a steady solution of (16) for an arbitrary c.
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l @u‘ fn+ 1

2

ðun, � Þ�@ur fn�1

2

ð � ,unÞ
� �

� 1:

Thus, the LxF scheme is monotone but LxW scheme is not. The scalar

Godunov scheme is monotone because it combines the exact entropic

evolution operator together with projection to cell averages, uð � , t+DtÞ7!P
n�unðtÞ1Ixn ðxÞ, which are both monotone. Indeed, the numerical flux of scalar

Godunov schemes is given by Osher (1984, lemma 1.1)

fGðun,un+ 1Þ¼
min

un�u�un + 1
f ðuÞ, if un < un+ 1,

max
un+ 1�u�un

f ðuÞ, if un > un+ 1:

8<
:

which is readily verified to be of monotone type f G(", #).

3.2 E-Schemes

In the particular case of scalar conservation laws, all convex �’s are admissi-

ble entropy functions: the compatibility condition (4), �0f 0 ¼ F0, merely

recovers the corresponding entropy flux as FðuÞ¼ R u�0ðvÞf 0ðvÞdv. A discrete

scheme is an E-scheme (Osher, 1984; Tadmor, 1984; Osher, 1985) if it is

entropy stable w.r.t. all convex entropies. Godunov and Lax–Friedrichs
schemes are primary examples: they are entropy stable w.r.t. all entropy pairs

associated with an underlying conservation law, and in the particular case of

scalar laws—w.r.t. all convex entropies. Furthermore, in Example 7 we show

that Godunov scheme has the distinct feature of having the least numerical

viscosity among those scalar schemes which are entropy stability w.r.t. all
convex entropies. The characterization of the scalar E-class is accomplished

by a comparison with Godunov scheme.

3.3 Numerical Viscosity I

To carry out this comparison (Tadmor, 1984), consider the class of discrete

schemes written in the viscosity form

unðt+DtÞ¼ unðtÞ� Dt
2Dx

f ðun+ 1ðtÞ� f ðun�1ðtÞð Þ

+
Dt
2Dx

qn + 1

2

Dun+ 1

2

�qn�1

2

Dun�1

2

� �
:

(17)

The role of fqn + 1

2

g as the numerical viscosity coefficients is revealed

once we view (17) as an approximation to the modified equation,

ut + f ðuÞx ¼
Dx
2
ðquxÞx, with vanishing viscosity amplitude of order �Dx

2
qð � Þ.
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When compared with (16), we observe that these are conservative schemes with

numerical fluxf

fn + 1

2

¼ 1

2
f ðun + 1 + f ðunÞð Þ�1

2
qn+ 1

2

Dun + 1

2

: (18)

Conversely, every 3-point scheme admits a viscosity form (17) with a

numerical viscosity coefficient dictated by (18).g Thus, for example,

qLxF
n+ 1

2

� 1

l
and

qG
n+ 1

2

¼ max
u2C

n+
1

2

f ðun + 1Þ+ f ðunÞ�2f ðuÞ
un+ 1�un

,

Cn+ 1

2

:¼ ½minfun,un+ 1g, maxfun,un + 1g�:
(19)

The class of E-schemes consists of those schemes which contain more
numerical viscosity than Godunov’s, so that their numerical viscosity coeffi-

cient, qE
n + 1

2

, satisfies, (Tadmor, 1984; Makridakis and Perthame, 2003)

lqG
n+ 1

2

� lqE
n + 1

2

� 1:

Indeed, such a scheme satisfies the discrete entropy inequality

�ðunðt+DtÞÞ� �ðunðtÞÞ� Dt
Dx

FE

n+ 1

2

�FE

n�1

2

� 	
,

for an arbitrary convex entropy �(�). The numerical entropy flux FE is given

by a convex combination of the corresponding fluxes, FG

n + 1

2

and FLxF

n+ 1

2

.

Example 3. (Engquist–Osher scheme (Engquist and Osher, 1980)).

The Engquist–Osher scheme is an example for an E-scheme. Its numerical

viscosity coefficient, qEO :¼ 1

Dun+ 1

2

Z un+ 1

un

j f 0ðuÞjdu, satisfies qEO
n + 1

2

� qG
n+ 1

2

, under

the CFL condition lqEO
n + 1

2

� 1.

fIn certain references, the numerical viscosity coefficient is rescaled with the mesh-ration l, so

that (17) reads unðt+DtÞ¼ unðtÞ� Dt
2Dx

f ðun + 1ðtÞ� f ðun�1ðtÞð Þ+ 1

2
qn + 1

2

Dun+ 1

2

�qn�1

2

Dun�1

2

� �
, with

a numerical flux fn+ 1

2

¼ 1

2
f ðun+ 1 + f ðunÞð Þ� 1

2l
qn+ 1

2

Dun+ 1

2

.

gIndeed, every essentially 3-point scheme in the sense that its flux satisfies f(un�p+1, …, u, u, …,

un+p) ¼ f(u), admits the viscosity form (17).
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4 SEMIDISCRETE SCHEMES FOR SYSTEMS
OF CONSERVATION LAWS

We focus our attention on the semidiscrete limit, Dt # 0, where (11) recasts

into the form (so-called method of lines)

d

dt
unðtÞ¼� 1

Dx
fn+ 1

2

� fn�1

2

� �
, fn+ 1

2

¼ f un�p+ 1ðtÞ,…un+ pðtÞ

 �

: (20)

We now fix an entropy pair, (�, F), and seek the corresponding entropy stabil-

ity, where

d

dt
�ðunðtÞÞ�� 1

Dx
Fn+ 1

2

�Fn�1

2

� �
(21)

holds for a consistent numerical entropy flux Fn+ 1

2

. In the particular case that

entropy equality holds in (21), we say that the scheme (20) is entropy
conservative.

To address the question on entropy stability w.r.t. to this pair, we seek

special schemes which do not dissipate this entropy. These are the entropy
conservative schemes constructed in Tadmor (1987). The study of entropy

stability then proceeds using two main ingredients: (i) the use of the entropy
variables which enables us to compare numerical viscosity matrix coeffi-

cients by the natural ordering of symmetric matrices; and (ii) comparison

with the appropriate entropy conservative schemes. We discuss these two

ingredients.

4.1 Entropy Variables (Godunov, 1961; Mock, 1980; see also
Godunov and Peshkov, 2008)

Define the entropy variables � (u) :¼ �0(u). Thanks to the convexity of

�(u), the mapping u! is one-to-one and hence we can make the (local)
change of variables un ¼ u( n). The scheme (11) then recasts into an equiva-

lent form expressed in terms of the discrete entropy variables n ¼ n(t),

d

dt
uð nðtÞÞ¼� 1

Dx
fn + 1

2

� fn�1

2

� �
, (22)

with a numerical fluxh fn + 1

2

¼ fð n�p+ 1,…, n + pÞ :¼ fðuð n�p+ 1Þ,…,uð n+ pÞÞ,
consistent with the differential flux, f( , , …, ) ¼ f(u( )).

hWe shall often abuse the notation using the same f(�) as a vector function of the conservative

variables f(u) and of the entropy variables, f(u( )) ↝f( ), whenever their dependence is clear from

context and there is no ambiguity.
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4.2 Entropy Conservative Fluxes

We seek entropy conservative fluxes, denoted f
n + 1

2

, such that

d

dt
unðtÞ + 1

Dx
f
n+ 1

2

� f
n�1

2

� 	
¼ 0 ↝

? d

dt
�ðunðtÞÞ+ 1

Dx
Fn+ 1

2

�Fn�1

2

� �
¼ 0: (23)

Premultiply both sides by �0(u): we conclude that f
n�1

2

is an entropy conservative

numerical flux if preserves the structure of ‘perfect differences’ in the sense that

�0ðunÞ, f
n+ 1

2

� f
n�1

2

� 
¼ Fn+ 1

2

�Fn�1

2

. Expressed in terms of the entropy

variables, n¼ �0(un), the requirement that n , f

n + 1

2

� f
n�1

2

� 
is a ‘perfect differ-

ence’ holds iff n + 1� n, f

n+ 1

2

� 
is a perfect difference. Specifically, the follow-

ing identity holds,

d

dt
�ðunðtÞÞ+ 1

Dx
Fn + 1

2

�Fn�1

2

� �

� 1

2Dx
D n+ 1

2

, fn+ 1

2

D E
�Dcn+ 1

2

h i
+

1

2Dx
D n�1

2

, fn�1

2

D E
�Dcn�1

2

h i
:

(24)

Here Fn + 1

2

is a numerical entropy flux expressed in terms of the corresponding

entropy flux potential,

cð Þ :¼ , fð Þh i�Fðuð ÞÞ: (25)

This brings us to the following (Tadmor, 1987, §3).

(i) [Entropy conservative scheme]. The difference scheme (22) is entropy

conservative so that (23) holds, if its numerical flux, denoted fn + 1

2

¼ f
n + 1

2

,

satisfies

n+ 1� n, f

n+ 1

2

� 
¼cn+ 1�cn, cn ¼ n , fð nÞh i�Fðuð nÞÞ (26)

(ii) [Entropy stable schemes]. Consider a numeral flux fn+ 1

2

of the form

fn+ 1

2

¼ f
n+ 1

2

�1

2
Dn + 1

2
n+ 1� nð Þ, Dn + 1

2

� 0; (27)

Here, f
n + 1

2

is any entropy conservative flux satisfying (26) and Dn+ 1

2

is any

positive definite symmetric matrix. Then the resulting scheme (20) is entropy

stable,

d

dt
�ðunðtÞÞ+ 1

Dx
F
n+ 1

2

�F
n�1

2

� 	

¼� 1

4Dx
D n�1

2

, Dn�1

2

D n�1

2

D E
� 1

4Dx
D n+ 1

2

, Dn + 1

2

D n+ 1

2

D E
� 0:

(28)
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Remark that a general framework for explicit construction of entropy

conservative fluxes (26) is outlined in Section 4.5. Together with (27), they pro-

vide an explicit recipe for constructing entropy stable schemes. In particular, the

fluxes (27) satisfy the entropy stability condition in Osher (1984, lemma 3.1).

4.3 How Much Numerical Viscosity

The entropy inequality �ðuÞt +FðuÞx � 0 is imposed as a stability condition

which excludes nonphysically relevant shock discontinuities. In particular,

the entropy decay follows
R
�ðuðx, t2ÞÞdx � R

�ðuðx, t1ÞÞdx, t2 > t1. The ques-
tion is to quantify the inequality, namely—how much entropy decay will suf-

fice? “physically relevant” entropy decay could be dictated by various

mechanisms. We mention the most important two:

(i) Physical diffusion. The canonical example of the conservative Euler

equations vs. the entropy decay dictated by Navier–Stokes equations.

However, in practical simulations one does not often fully resolve the

small scales governed by physical diffusion, and an “artificial” numeri-

cal viscosity is being used.

(ii) Numerical viscosity. According to (28), one can add any amount of

numerical viscosity to enforce entropy stability. The goal is to add a judi-

cious amount of vanishing viscosity so that in the resulting scheme

admits additional desirable and often competing properties of high-

resolution and nonoscillatory behaviour. A recent discussion along these

lines with the arbitrarily high-order nonoscillatory ENO schemes can be

found in Fjordholm et al. (2012, 2015).

4.4 Scalar Entropy Stability Revisited

We discuss the question of entropy stability for semidiscrete scalar schemes
d

dt
unðtÞ¼� 1

Dx
fn+ 1

2

� fn�1

2

� �
, which is expressed in its equivalent viscosity

form (17),

d

dt
unðtÞ¼� 1

2Dx
f ðun+ 1Þ� f ðun�1Þð Þ+ 1

2Dx
qn+ 1

2

Dun + 1

2

�qn�1

2

Dun�1

2

� �
, (29)

To simplify matters we now fix the quadratic entropy �ðuÞ¼ 1

2
u2, where the

entropy variables coincide with the conservative variables, ¼ u. The

corresponding entropy conservative flux is now uniquely determined as

f 
n+ 1

2

¼cðun+ 1Þ�cðunÞ
un + 1�un

, which can be expressed as

f 
n+ 1

2

:¼cðun + 1Þ�cðunÞ
un + 1�un

�
Z 1

2

x¼�1

2

c0 un+ 1

2

ðxÞ
� �

dx

¼ 1

2
f ðun+ 1Þ+ f ðunÞð Þ�1

2
q
n + 1

2

Dun+ 1

2

:
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Recall (18): we recognize q
n + 1

2

as the entropy conservative numerical viscos-

ity coefficient, which is given by

q
n+ 1

2

:¼
Z 1

2

x¼�1

2

2xf 0 un+ 1

2

ðxÞ
� �

dx, un+ 1

2

ðxÞ :¼ 1

2
ðun + un + 1Þ+ xDun+ 1

2

:

The resulting entropy conservative scheme then takes the viscosity form

d

dt
unðtÞ¼� 1

2Dx
f ðun+ 1Þ� f ðun�1Þð Þ+ 1

2Dx
q
n+ 1

2

Dun + 1

2

�q
n�1

2

Dun�1

2

� 	
: (30)

The statement of entropy stability, (27) and (28), can be rephrased by stating

that the conservative scheme (17) is entropy stable if it contains more viscos-
ity than the entropy conservative scheme (30), in the sense that qn+ 1

2

� q
n + 1

2

.

Indeed, the numerical flux associated with (29) can be expressed as

fn + 1

2

¼ 1

2
f ðun+ 1Þ+ f ðunÞð Þ�1

2
qn+ 1

2

Dun + 1

2

� f 
n + 1

2

+
1

2
qn + 1

2

�q
n+ 1

2

� 	
Dun+ 1

2

,

and entropy stability follows from (27) with Dn+ 1

2

¼ qn + 1

2

�q
n+ 1

2

� 0.

The corollary above enables to verify the entropy stability of first- and

second-order accurate schemes. A host of examples can be found in Tadmor

(2003). We mention a couple of them.

Example 4 (Burgers’ equation). Consider the inviscid Burgers’ equation,

ut +
1

2
u2

� �
x
¼ 0, augmented with the quadratic entropy inequality,

1

2
u2

� �
t
+

1

3
u3

� �
x
¼ 0. The entropy variable (u) ¼ u and entropy potential

cð Þ :¼ f �F¼ 1

6
u3 yield the entropy conservative flux which is the “

1

3
”-rule

d

dt
unðtÞ¼�2

3

u2n+ 1�u2n�1

4Dx

� 	
�1

3
un
un+ 1�un�1

2Dx

� �
↝
X

u2nðtÞDx¼
X

u2nð0ÞDx:

Example 5 (Lax–Wendroff viscosity (Lax and Wendroff, 1960)). Consider

the case of a convex flux f(u) and fix the quadratic entropy �ðuÞ¼ 1

2
u2. To see

how much viscosity is required to guarantee the quadratic entropy stability,i we

use the fact that the f 0 is increasing, leading to the upper bound

iWe note in passing that quadratic entropy stability is sufficient to single out the unique physically

relevant solution in the case of convex flux, e.g., Chen (2000).
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q
n + 1

2

¼
Z 1

2

x¼�1

2

2xf 0 un+ 1

2

ðxÞ
� �

dx� 1

4

Z 1

2

x¼�1

2

f 00 un + 1

2

ðxÞ
� �

dx

¼ 1

4
f 0ðun + 1Þ� f 0ðunÞð Þ+:

The resulting viscosity coefficient on the right is the second-order Lax–
Wendroff viscosity proposed in Lax and Wendroff (1960) with numerical vis-

cosity coefficient qLxW
n + 1

2

¼ 1

4
f 0ðun+ 1Þ� f 0ðunÞð Þ+. It follows that this version of

LxW scheme is entropy stable,
1

2

d

dt
u2nðtÞ+

1

Dx
Fn+ 1

2

�Fn�1

2

� �
� 0.

4.5 Numerical Viscosity II

We extend the previous discussion to an arbitrary convex entropy. Let ¼ �0(u)
denote the corresponding entropy variables. The starting point is the

corresponding conservative entropy flux (26)

f 
n+ 1

2

:¼cðun+ 1Þ�cðunÞ
n+ 1� n

�
Z 1

2

x¼�1

2

c0 uð n+ 1

2

ðxÞÞ
� �

dx¼ 1

2
f ðun+ 1Þ + f ðunÞð Þ�1

2
p
n+ 1

2

D n+ 1

2

,

which yields the entropy conservative schemes in its viscosity form

d

dt
unðtÞ¼� 1

2Dx
f ðun+ 1Þ� f ðun�1Þð Þ+ 1

2Dx
ðp

n+ 1

2

D n+ 1

2

�p
n�1

2

D n�1

2

Þ:

Observe that the viscosity term on the right is expressed in terms of the jump

in entropy variables, D n+ 1

2

}. (Of course, in the case of quadratic entropy ¼ u

hence p
+

1

2

¼ q
+

1

2

and p
+

1

2

¼ q
+

1

2

recovering (29)). This motivates the gen-

eral viscosity form

d

dt
unðtÞ¼� 1

2Dx
f ðun + 1Þ� f ðun�1Þð Þ+ 1

2Dx
pn + 1

2

D n+ 1

2

�pn�1

2

D n�1

2

� �
: (31)

corresponding to the vanishing viscosity ut + f ðuÞx ¼
Dx
2
ðp xÞx. The �-entropy

stability follows if and only if pn + 1

2

� p
n + 1

2

. We conclude with a couple of

examples.

Example 6 (Entropy conservative Toda flow). Consider the equation

ut + (eu)x¼ 0 augmented with exponential entropy pair, (eu)t + (e2u)x¼ 0. The en-

tropy variable associated with �(u) ¼ eu are (u) ¼ eu, the entropy potential

is cð Þ :¼ f �F¼ 1

2
2, and we end up with the entropy conservative flux:

f 
n+ 1

2

¼cð n+ 1Þ�cð nÞ
n+ 1� n

¼
1

2

2
n+ 1� 1

2

2
n

n+ 1� n
¼ 1

2
n + n + 1ð Þ¼ 1

2
eun + eun+ 1ð Þ:
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This leads to the dispersive centred scheme, interesting for its own sake, e.g.,

Lax (1986) and Deift and McLaughlin (1998)

d

dt
unðtÞ + eun+ 1ðtÞ � eun�1ðtÞ

2Dx
¼ 0,

which conserve the exponential entropy �ðunðtÞÞ¼ eunðtÞ,

d

dt

X
n

eunðtÞDx ¼�
X
n

eun + un + 1 � eun + un�1

2Dx
Dx

¼ 0 ↝
X
n

�ðunðtÞÞDx¼
X
n

�ðunð0ÞÞDx:

Example 7 (On the optimality of Godunov flux (Tadmor, 2003, Example 4.4)).

We normalize the viscous term on the right of (31) in terms of the conservative

variables

1

2Dx
pn+ 1

2

D n + 1

2

Dun+ 1

2

 !
Dun+ 1

2

� pn�1

2

D n�1

2

Dun�1

2

 !
Dun�1

2

 !
,

It follows that in order to maintain entropy stability w.r.t. all �’s, we need to

maximize the corresponding entropy viscous factors p
n + 1

2

D n+ 1

2

=Dun + 1

2

� �
,

sup

f ðunÞ+ f ðun + 1Þ�2f 
n+ 1

2

Dun + 1

2

, f 
n + 1

2

¼
Z 1

2

x¼�1

2

f u n + 1

2

ðxÞ
� �� �

dx,

where the supremum is taken over all increasing ¼ (u). This is precisely

the Godunov’s viscosity coefficient (19). Thus, the scalar schemes

which are entropy stable with respect to all convex entropies are precisely

those that contain at least as much numerical viscosity as the Godunov

scheme does.

4.6 Entropy Conservative Fluxes—Systems of Conservation Laws

Unlike the scalar case, there is more than one way to meet the requirement of

entropy conservative flux, (26), for systems of conservation laws. In particu-

lar, one can set (Tadmor, 1987),

f
n + 1

2

¼
Z 1

2

x¼�1

2

f uð n + 1

2

ðxÞÞ
� �

dx, (32)

integrated along the straight-path n+ 1

2

ðxÞ :¼ 1

2
n + n+ 1ð Þ + xD n+ 1

2

. Observe

that when viewed as a function of the entropy variables, the -dependent

flux f( ) � f(u( )) becomes a gradient, f( ) ¼ r c( ) of the entropy potential,

c( ) :¼ h , f( )i � F(u( )). Hence, the value of f* is in fact, independent of the
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path of integration. In particular, a more accessible recipe, amenable for

explicit evaluation of such fluxes is given by integration along a piecewise-
path in phase-space, connecting the two neighbouring values n and n+1. To

this end, we begin at 1 :¼ n, and follow the intermediate steps

j+ 1 ¼ j + lj
n+ 1

2

,D n+ 1

2

� 
r
j

n+ 1

2

for j ¼ 1, 2, …, ending at n+1 ¼ n+1. Here,

rjf gnj¼1 be an arbitrary set of n linearly independent n-directions, and let

lj
� �n

j¼1
denote the corresponding orthogonal set, lj,rk

� �¼ djk. (since the

mapping u 7! is one-to-one, the path is mirrored in the usual phase space

of conservative variables, starting with u1
n+ 1

2

¼ un and ending with

un+ 1
n+ 1

2

¼ un + 1). The entropy conservative flux f
n + 1

2

is then given by the explicit

formula (Tadmor, 2003, theorem 6.1)

d

dt
unðtÞ¼� 1

Dx
f
n+ 1

2

� f
n�1

2

� 	
, f

n+ 1

2

:¼
Xn
j¼1

c vj+ 1ð Þ�c jð Þ
lj,D n+ 1

2

D E lj, (33)

We demonstrate the above approach in the context of entropic Euler equa-

tions, with entropy pair (�, F) ¼ (�rS, �rvS).
Example 8 (Entropy conservative Euler flux (Tadmor and Zhong, 2006)).

The entropy function �(u) ¼ �rS induces the entropy variables,

¼ �0ðuÞ¼ �E=e�S + g+ 1,q=y, � 1=y

 �>

expressed in terms of the internal

energy e :¼E�1

2
rv2 ¼C ry. The corresponding entropy flux potential

amounts to c( ) ¼ h , fi� F(u) ¼ (g � 1)m and the entropy conservative

Euler flux is then given by f
n+ 1

2

¼ðg�1ÞP3
j¼1

mj+ 1�mj

hlj , D n + 1

2

i l
j.

Example 9 (An affordable recipe for entropy conservative flux). An

“affordable” entropy conservative flux for Euler equations was derived in

by Ismail and Roe in 2009 by clever manipulation of the algebraic relations

(26). Expressed in terms of the normalized vector z :¼
ffiffiffi
r
p

r
1,v,pð Þ>, the

entropy conservative flux, f
n+ 1

2

:¼ðf 1, f 2, f 3Þ>, is given by the explicit recipe,

in terms of the averages �zn + 1

2

:¼ 1

2
zn + zn+ 1ð Þ and zln

n+ 1

2

:¼
Dzn + 1

2

D logðzÞn+ 1

2

,

f 1
n + 1

2

¼ð�z2Þn + 1

2

ðz3Þlnn + 1

2

, f 2
n + 1

2

¼
ð�z3Þn+ 1

2

ð�z1Þn+ 1

2

+
ð�z2Þn + 1

2

ð�z1Þn + 1

2

f 1
n + 1

2

,
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and

f 3
n+ 1

2

¼ 1

2ð�z1Þn+ 1

2

g+ 1
g�1

1

ðz1Þlnn+ 1

2

f 1
n+ 1

2

+ ð�z2Þn + 1

2

f 2
n + 1

2

0
@

1
A:

5 FULLY DISCRETE SCHEMES FOR SYSTEMS
OF CONSERVATION LAWS

Godunov scheme (14) is based on “pushing-forward” an exact entropic solution,
uD(�, t) for t > t, subject to piecewise-constant data, uDðx, tÞ¼

P
nunðtÞ1Ixn ðxÞ.

As such, uD(x,�) satisfies the entropy inequality @t�ðuDÞ+ @xFðuDÞ� 0.

Integrated across the control volume Ixn �½t, t+Dt� we find the balance between
spatial and temporal averages,

� uDð Þ xn, t+Dtð Þ� � uDð Þ xn, tð Þ� Dt
Dx

F
�
uRð Þ xn+ 1

2

� �
�F

�
uRð Þ xn�1

2

� �� �
:

But �ðuDÞðxn, tÞ¼ �ðunðtÞÞ, and by Jensen’s inequality,

�ðunðt+DtÞÞ¼ �ðuDÞðxn + 1

2

, t+DtÞ� �ðuDÞðxn, t+DtÞ,
and we conclude that Godunov scheme is entropic for all admissible pairs,

� unðt+DtÞð Þ� � unðtÞð Þ� Dt
Dx

Fn + 1

2

�Fn�1

2

� �
,

Fn	1

2

¼ 1

Dt

Z t+Dt

t¼t

F uRðxn	1

2

,tÞ
� �

dt:

Lax–Friedrich scheme, (12), can be interpreted as a Godunov scheme, where a

piecewise-constant solution, uDðtÞ¼
P

n un�1ðtÞ1Ix
n�1

2

ðxÞ+ un+ 1ðtÞ1Ix
n+

1

2

ðxÞ
 !

is

being “pushed-forward by the exact entropy solution operator, and then realized at

t + Dt by its averages over the staggered grid, unðt +DtÞ¼ 1

Dx

Z
Ixn

uDðx, t+DtÞdx.
Arguing along the above lines for Godunov scheme, we find that LxF is an

E-scheme (it is entropy stable w.r.t. all admissible entropy pairs �, F),

�ðunðt+DtÞÞ� �ðunðtÞÞ� Dt
2Dx

Fðun+ 1ðtÞÞ�Fðun�1ðtÞÞð Þ, (34)

under the CFL conditionj lrðAðuÞÞ� 1

2
.

jWe let rðMÞ :¼ max kjlkðMÞj denote the spectral radius of a matrix M.
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5.1 Numerical Viscosity III

Godunov and LxF are the prototype for the class of (essentially) 3-point

schemes, which take the viscosity form

unðt +DtÞ¼ unðtÞ� Dt
2Dx

fðun+ 1ðtÞ� fðun�1ðtÞÞð Þ+ Dt
2Dx

Pn+ 1

2

D n+ 1

2

�Pn�1

2

D n�1

2

� �
:

(35)

In the case of systems of conservation law, Pn + 1

2

are n�n matrix numerical

viscosity coefficients. The viscosity form for the entropy conservative schemes

(32) is given in Tadmor (2003, §5) in terms of the symmetric Jacobian

B( )¼@ f(u( )),

f
n + 1

2

¼ 1

2
fðun+ 1Þ� fðunÞð Þ�1

2
P
n + 1

2

D n+ 1

2

, P
n+ 1

2

:¼
Z 1

2

x¼�1

2

2xB uð n+ 1

2

ðxÞÞ
� �

dx:

The key point is the expression of the viscosity on the right of (35) in terms of the

entropy variables which yields symmetric matrices, and which turn are amenable

to a comparison: (35) is entropy stable if Pn+ 1

2

�P
n+ 1

2

in the usual sense of order-

ing among symmetric matrices. For example, Lax–Friedrichs viscosity in (12),

expressed in terms of the usual conservative variables is given by QLxF

n+ 1

2

¼ 1

l
In�n.

Translated into the entropy variables, D n + 1

2

¼Hn + 1

2

Dun+ 1

2

, we find,k

PLxF
n + 1

2

¼ 1

l

Dun+ 1

2

D n + 1

2

" #
:¼ 1

l
H�1

n+ 1

2

, Hn+ 1

2

:¼
Z 1

2

x¼�1

2

�00ðuð n + 1

2

ðxÞÞdx:

It dominates P
n + 1

2

and hence LxF scheme entropy stable w.r.t. all admissible

entropy function associated with (8).

We demonstrate the derivation of entropy stability for the more general class

of schemes (35) by a comparison with the entropy conservative flux. We have

�ðunðt+DtÞÞ¼ �ðunðtÞÞ� Dt
Dx

F
n+ 1

2

ðtÞ�F
n�1

2

ðtÞ
� 	

�EðxÞ
n + EðtÞ

n :

here, F
n+ 1

2

is the entropy conservative flux, EðxÞ
n is the amount of spatial

entropy dissipation quoted in (28),

kWe use abbreviated notation for
D n+ 1

2

Dun+ 1

2

" #
for any matrix such that D n+ 1

2

¼
D n+ 1

2

Dun+ 1

2

" #
Dun+ 1

2

. Hn+ 1

2

is such a matrix realized by integration along the usual straight path in phase space.
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�EðxÞ
n ¼�l

4
D n�1

2

, Dn�1

2

D n�1

2

D E
�l
4

D n + 1

2

, Dn+ 1

2

D n+ 1

2

D E
, Dn+ 1

2

:¼Pn+ 1

2

�P
n + 1

2

,

and EðtÞ
n ¼ 1

2
junðt+DtÞ�unðtÞj2 is the entropy production due to the forward

time-differencing. Thus, entropy stability is guaranteed if the former domi-

nates the latter, and to this end, one needs to employ large enough numerical

viscosity, Dn + 1

2

. How much is “enough”? observe that all the matrices

involved are symmetric, and one is led to the matrix inequality

Qn+ 1

2

� jAn + 1

2

j+ 2jQ
n+ 1

2

j, Q
n+ 1

2

:¼P
n+ 1

2

D n+ 1

2

Dun + 1

2

" #
¼P

n+ 1

2

Hn+ 1

2

, (36)

under CFL condition ljQn+ 1

2

j � 1

4
.

An alternative approach of securing entropy stability is achieved by adding

a minimal amount of numerical viscosity correction of Khalfallah and Lerat

(1989): starting with a given viscosity matrix Qn+ 1

2

, we use the scalar correc-
tion wherever Pn + 1

2

has a smaller entropy dissipation then required by P
n + 1

2

,

quantified by how negative Dn + 1

2

� �
�
is,

Qc

n+ 1

2

:¼Qn + 1

2

+ bcm + 1

2

In�n, bc :¼
D n+ 1

2

, Dn + 1

2

� �
�
Dun + 1

2

D E��� ���
hD n + 1

2

, Dun+ 1

2

i :

One can readily verify that hD ,Qc

n+ 1

2

Dui� hD ,P
n+ 1

2

D i.
Roe scheme (Roe, 1981) is the canonical example for an “upwind

scheme”: one setsl QRoe

n+ 1

2

¼ jAn+ 1

2

j where An+ 1

2

is an averaged Jacobian such that

Dfn + 1

2

¼An+ 1

2

Dun+ 1

2

. It has the attractive feature of keeping sharp resolution of

shock discontinuities, whether they are physical or not, and it therefore fails to

be entropy stable across steady rarefactions. The entropy stability condition

(36) shows that one needs to add a minimal amount of numerical viscosity

of order jQ
n+ 1

2

j � jDun + 1

2

j to enforce entropy stability.

lThe function value of a diagonalizable matrix M ¼ TLT�1, is set as hðMÞ¼

T
hðl1Þ …

⋱
hðlnÞ

0
@

1
AT�1. In particular, a mid-value Jacobian of entropic system An+ 1

2

is symme-

trizable, hence diagonalizable (Barth, 1999) and jAn + 1

2

j :¼T
jl1j …

⋱
jlnj

0
@

1
AT�1:
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5.2 A Homotopy Method

The entropy stability of LxF scheme was derived in Lax (1971) using a homo-

topy method, independent of the existence of entropic solution for Riemann

problem. The general case (Tadmor, 2003, §8) implies entropy stability of

(35) provided Qn+ 1

2

is “large enough”, Qn+ 1

2

� maxxjA uð n + 1

2

ðxÞÞ
� �

j, under
the CFL condition lQn+ 1

2

� 1

2
. Observe that in this version of the so-called

local Lax–Friedrichs scheme (Rusanov, 1961), the viscosity coefficient matrix

domains all intermediate states rather than the one state offered by the Roe

matrix An+
1

2

¼Bn+
1

2

Hn +
1

2

, Bn + 1

2

¼ R 1

2

x¼�1

2

Bðuð n+ 1

2

ðxÞÞÞdx.

6 HIGHER-ORDER METHODS

The entropy conservative fluxes (32) and (33) are second-order accurate,

leading to second-order entropy stable semidiscrete schemes. Extension

to arbitrarily high-order entropy stable schemes was introduced in

Fjordholm et al. (2012). The question of entropy stability for fully-discrete
schemes is more intricate. Observe that the results in Section 5 compares

with the first-order Roe numerical viscosity. A rigorous entropy stability

analysis for fully-discrete second-order schemes can be found in Majda

and Osher (1978, 1979) for modified Lax–Wendroff scheme, in Nessyahu

and Tadmor (1990), Popov and Trifonov (2006) and Kurganov (2016) for

Nessyahu–Tadmor scheme, in Osher and Tadmor (1988), Bouchut et al.

(1996) and Coquel and LeFloch (1995) for the MUSCL scheme, in

LeFloch and Rohde (2000), Chalons and LeFloch (2001), LeFloch et al.

(2002) for high-order extensions based on caparison with entropy conserva-

tive fluxes, in Fjordholm et al. (2012) for the class of ENO-based schemes

developed in Harten et al. (1987), Shu and Osher (1989), and in Jiang and

Shu (1994), Qiu and Zhang (2016) and the references therein for DG

method.

In practical applications, one proceeds by discretization of the entropy sta-

ble semidiscrete schemes using Runge–Kutta (RK) time integrators (Gottlieb

and Ketcheso, 2016). The first- and second-order RK solvers are responsible

for entropy production, and require entropy dissipation to compete with

entropy production, making the overall fully-discrete scheme entropy stable.

In contrast, the generic cases of third- and higher-order RK time integrators

retain the entropy stability of the underlying semidiscrete scheme. The linear
stability of third- and higher-order RK methods is well known for diagonaliz-

able systems and was shown for general linear operators (Tadmor, 2002). This

question of nonlinear entropy stability was demonstrated in Fjordholm et al.

(2009, §4.2.5), but the rigorous entropy stability analysis for high-order RK

solvers is, to our knowledge, completely open.
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7 MULTIDIMENSIONAL SYSTEMS OF CONSERVATION LAWS

7.1 Cartesian Grids

When multidimensional conservation laws are discretized over grids which

are aligned with the Cartesian coordinates, the question of entropy stability

can be addressed along these coordinates, one dimension at the time. Thus,

our one-dimensional setup applies.

Example 10 (Well balanced shallow-water equations). We consider the 2D

shallow water equations, e.g., Xing (2017)

@

@t
u+

@

@x1
fð1ÞðuÞ+ @

@x2
fð2ÞðuÞ¼�ghrbðxÞ, u :¼ ½h,hv�>, x¼ðx1,x2Þ 2O�2,

which govern the motion of shallow-water with height h above bottom topog-

raphy b(x), and velocity field, v ¼ (v1, v2)
>, driven by the convective fluxes,

fðjÞ ¼ hvj , hv1vj +
1

2
gh2d1j, hv2vj +

1

2
gh2d2j

� �>
,

ht + ðhv1Þx1 + ðhv2Þx2 ¼ 0

ðhv1Þt + hv21 +
1

2
gh2

� 	
x1

+ ðhv1v2Þx2 ¼�ghbx1

ðhv2Þt + ðhv2v1Þx1 + hv22 +
1

2
gh2

� 	
x2

¼�ghbx2 :

The entropy function is the total energy, EðuÞ¼ 1

2
ðghðh + bÞ+ hjvj2Þ with

energy variables, ¼ðgh�1

2
jvj2,v1,v2Þ>. Observe that the shallow-water

fluxes are quadratic in z :¼ðh, ffiffiffi
h

p
v1,

ffiffiffi
h

p
v2Þ>. This enables a straightforward

“affordable” algebraic approach for satisfying the energy conservative com-

patibility relation (26), n+ 1,m� n,m , f
ð1Þ
n + 1

2
,m

� 
¼cð n + 1,mÞ�cð n,mÞ. Here

we use the usual indexing of two-dimensional grid-functions attached to grid

points xn,m :¼ x1n,x2m

 �

. Using the average values, �zn + 1

2

:¼ 1=2 zn + zn + 1ð Þ, one
finds the x1-entropy conservative flux (Fjordholm et al., 2011)

f
ð1Þ
n + 1

2
,m
¼

�hn+ 1

2
,mðv1Þn+ 1

2
,m

�hn+ 1

2
,mðv1Þ2n+ 1

2
,m +

g

2
h2
� �

n+ 1

2
,m
+ ghðbx1Þ �hn+ 1

2
,mðv1Þn+ 1

2
,mðv2Þn+ 1

2

,m

2
64

3
75:

(37a)

Similar expression applies for the conservative flux f
ð2Þ
n,m+ 1

2

in the x2-direction.
We end up with the energy conservative scheme
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d

dt
un,mðtÞ¼� 1

Dx1
f
ð1Þ
n+ 1

2
,m
� f

ð1Þ
n�1

2
,m

� 	
� 1

Dx2
f
ð2Þ
n,m + 1

2

� f
ð2Þ
n,m�1

2

� 	
: (37b)

These schemes recover the precise energy balance, EðuÞt +Fð1ÞðuÞx1 +
Fð2ÞðuÞx2 ¼ 0, in terms of the energy fluxes FðjÞðuÞ¼ 1

2
hvjjvj2 + ghðh + bÞ
� �

.

7.2 Unstructured Grids

We consider a computational domain which is partitioned to a set of nonover-

laping cells, Oh ¼
S

iCi. Let nij ¼
R
@Ci\@Cj

n ds be the unit normal on the non-

empty interface pointing out of the control volume Ci. Note that when we sum

the normals over all neighbouring cells N i then
P

j2N i
nij ¼ 0. The semidis-

crete finite volume scheme of (1) reads,

d

dt
un ¼� 1

jCnj
X
m2N n

fnm,

where the 2-point numerical flux, fnm ¼ f unðtÞ,umðtÞ,nnm

 �

, is assumed to con-

sistent, f(u, u, n) ¼ f(u) � n. The scheme is conservative in the sense thatP
njCnj unðtÞ is conserved in time, since fnm(n) ¼ �fmn(�n).

The corresponding question of entropy stability for such schemes, satisfy-

ing the cell entropy inequality,
d

dt
�ðunðtÞÞ�� 1

jCnj
X

m2N n
Fnm, was investi-

gated by extension of the tools outlined above. In particular, the question of

scalar entropy stability was studied in a long series of papers and we mention

here (Barth, 1999; Eymard et al., 2000; Kroner et al., 1995; Sonar, 2016) and

the references therein.

To design or investigate entropy stable fluxes for systems of conservation

laws, one may proceed by comparing their numerical viscosities with entropy

conservative schemes. A numerical flux fnm ¼ fðun,um,nnmÞ is entropy conser-
vative if its components, projected along the normal directions,

fnm ¼ fð1Þnm n
ð1Þ
nm + fð2Þnm n

ð2Þ
ij , satisfy the compatibility relations,

m� n, f
ðjÞ
nm

D E
¼cðjÞ

n �cðjÞ
m ,

where c( j )(u) is the usual entropy potential cðjÞ :¼ , fðjÞ
D E

�FðjÞ, j¼ 1,2.

Entropy stable fluxes then take the form fnm ¼ fnm�
1

2
Dnmð n� mÞ for positive-

definite entropy dissipation matrices D’s. The study of entropy stable schemes

on two-dimensional unstructured grids by comparing numerical viscosities

along these lines was carried out in Ray et al. (2016).

Entropy Stable Schemes Chapter 18 489



ACKNOWLEDGEMENTS

This review was written while visiting the ETH Institute for Theoretical Studies (ITS) and it

is a pleasure to thank their hospitality. Research was supported in part by NSF grants

DMS16-13911, RNMS11-07444 (Ki-Net) and ONR grant 00014-1512094.

REFERENCES

Barth, T., 1999. Numerical methods for gas-dynamics systems on unstructured meshes.

In: Kroner, D., Ohlberger, M., Rohde, C. (Eds.), An Introduction to Recent Developments

in Theory and Numerics of Conservation Laws, Lecture Notes in Computational Science

and Engineering, vol. 5. Springer, New York City, pp. 195–285.

Bianchini, S., Bressan, A., 2005. Vanishing viscosity solutions of nonlinear hyperbolic systems.

Ann. Math. 161, 223–342. http://dx.doi.org/10.4007/annals.2005.161.223.

Bouchut, F., Bourdarias, C., Perthame, B., 1996. A MUSCL method satisfying all the numerical

entropy inequalities. Math. Comp. 65, 1439–1461. http://dx.doi.org/10.1090/S0025-5718-

96-00752-1.

Bressan, A., 2000. Hyperbolic Systems of Conservation Laws. The One Dimensional Cauchy

Problem. Oxford University Press, Oxford.

Chalons, C., LeFloch, P., 2001. A fully discrete scheme for diffusive-dispersive conservation law.

Numer. Math. 89, 493–509. http://dx.doi.org/10.1007/PL00005476.

Chen, G.-Q., 2000. Compactness methods and nonlinear hyperbolic conservation laws: some

current topics on nonlinear conservation laws. In: AMS/IP Stud. Adv. Math., vol. 15.

American Mathematical Society, Providence, RI, pp. 33–75.

Cockburn, B., Johnson, C., Shu, C.-W., Tadmor, E., 1997. Advanced numerical approximation of

nonlinear hyperbolic equations. In: Quarteroni, A. (Ed.), Lectures Given at the 2nd Session of

C.I.M.E. Held in Cetraro, Italy, June 23–28. Lecture Notes in Mathematics, vol. 1697.

Springer, Berlin. http://dx.doi.org/10.1007/BFb0096351.

Coquel, F., LeFloch, P., 1995. An entropy satisfying MUSCL scheme for systems of conservation

laws. CR Acad. Sci. Paris S�er. I 320, 1263–1268.

Courant, R., Hilbert, D., 1962. Methods of Mathematical Physics. vol. II. John Wiley & Sons-

Interscience, New York.

Crandall, M.G., Majda, A., 1980. Monotone difference approximations for scalar conservation

laws. Math. Comp. 34, 1–21. http://dx.doi.org/10.1090/S0025-5718-1980-0551288-3.

Dafermos, C., 2016. Hyperbolic Conservation Laws in Continuum Physics. vol. 325. Springer,

Berlin. http://dx.doi.org/10.1007/978-3-662-49451-6.

Deift, P., McLaughlin, K.T.R., 1998. A Continuum Limit of the Toda Lattice. vol. 131.

Memoirs of the American Mathematical Society. x+216 pp. http://dx.doi.org/10.1090/

memo/0624.

Engquist, B., Osher, S., 1980. Stable and entropy condition satisfying approximations for tran-

sonic flow calculations. Math. Comp. 34, 44–75. http://dx.doi.org/10.1090/S0025-5718-

1980-0551290-1.

Eymard, R., Gallouet, T., Herbin, R., 2000. Finite volume methods. In: Ciarlet, P., Lions, J. (Eds.),

Handbook of Numerical Analysis. vol. VII. North-Holland, Amsterdam, pp. 713–1020.

Fjordholm, U., Mishra, S., Tadmor, E., 2009. Energy preserving and energy stable schemes for the

shallow water equations, Foundations of Computational Mathematics. In: Cucker, F.,

Pinkus, A., Todd, M. (Eds.), Proceedings of FoCM held in Hong Kong 2008, London Math.

Soc. Lecture Notes Ser. 36393–139.

490 Handbook of Numerical Analysis

http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0010
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0010
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0010
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0010
http://dx.doi.org/10.4007/annals.2005.161.223
http://dx.doi.org/10.1090/S0025-5718-96-00752-1
http://dx.doi.org/10.1090/S0025-5718-96-00752-1
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0025
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0025
http://dx.doi.org/10.1007/PL00005476
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0035
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0035
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0035
http://dx.doi.org/10.1007/BFb0096351
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0045
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0045
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0045
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0050
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0050
http://dx.doi.org/10.1090/S0025-5718-1980-0551288-3
http://dx.doi.org/10.1007/978-3-662-49451-6
http://dx.doi.org/10.1090/memo/0624
http://dx.doi.org/10.1090/memo/0624
http://dx.doi.org/10.1090/S0025-5718-1980-0551290-1
http://dx.doi.org/10.1090/S0025-5718-1980-0551290-1
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0075
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0075
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0080
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0080
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0080
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0080


Fjordholm, U., Mishra, S., Tadmor, E., 2011. Well-balanced and energy stable schemes for the

shallow water equations with discontinuous topography. J. Comput. Phys. 230, 5587–5609.

http://dx.doi.org/10.1016/j.jcp.2011.03.042.

Fjordholm, U., Mishra, S., Tadmor, E., 2012. Arbitrarily high order accurate entropy stable essen-

tially non-oscillatory schemes for systems of conservation laws. SIAM J. Numer. Anal.

50, 544–573. http://dx.doi.org/10.1137/110836961.

Fjordholm, U., Kappeli, R., Mishra, S., Tadmor, E., 2015. Construction of approximate entropy

measure valued solutions for hyperbolic systems of conservation laws. Found. Comp. Math.

2015, 1–65. http://dx.doi.org/10.1007/s10208-015-9299-z.

Friedrichs, K.O., Lax, P.D., 1971. Systems of conservation laws with a convex extension. Proc.

Nat. Acad. Sci. USA 68, 1686–1688.

Godlewski, E., Raviart, P.-A., 1996. Numerical Approximation of Hyperbolic Systems of Conser-

vation Laws. Springer, New York.

Godunov, S.K., 1959. A difference scheme for numerical computation of discontinuous solutions

of fluid dynamics. Mat. Sb. 47, 271–306.

Godunov, S.K., 1961. An interesting class of quasilinear systems. Dokl. Acad. Nauk. SSSR

139 (3), 521–523.

Godunov, S.K., Peshkov, I.M., 2008. Symmetrization of the nonlinear system of gas

dynamics equations. Siberian Math. J. 49 (5), 829–834. http://dx.doi.org/10.1007/s11202-

008-0081-1.

Gottlieb, S., Ketcheso, D.I., 2016. Time discretization techniques. Handbook of Numerical Analysis,

vol. 17. Elsevier, Amsterdam, pp. 549–583.

Gustafsson, B., Kreiss, H.-O., Oliger, J., 2013. Time Dependent Problems and Difference Meth-

ods, second ed. Wiley, New Jersey.

Harten, A., Hyman, J.M., Lax, P.D., 1976. On finite difference approximations and entropy con-

ditions for shocks. Comm. Pure Appl. Math. 29, 297–322. http://dx.doi.org/10.1002/

cpa.3160290305.

Harten, A., Engquist, B., Osher, S., Chakravarty, S.R., 1987. Uniformly high order accurate essen-

tially non-oscillatory schemes. J. Comput. Phys. 71, 231–303. http://dx.doi.org/10.1016/0021-

9991(87)90031-3.

Hyp., series, 1984–2016. International conference of hyperbolic problems: theory, numerics and

applications. http://www.cscamm.umd.edu/hyp2008/#history.

Ismail, F., Roe, P.L., 2009. Affordable, entropy-consistent Euler flux functions II: entropy

production at shocks. J. Comput. Phys. 228, 5410–5436. http://dx.doi.org/10.1016/j.

jcp.2009.04.021.

Jiang, G.-S., Shu, C.-W., 1994. On a cell entropy inequality for discontinuous Galerkin method.

Math. Comp. 62, 531–538. http://dx.doi.org/10.1090/S0025-5718-1994-1223232-7.

Khalfallah, K., Lerat, A., 1989. Correction d’entropie pour des sch�emas numeriques approchant

un système hyperbolique. CR Acad. Sci. Paris S�er. II 308, 815–820.

Kroner, D., Noelle, S., Rokyta, M., 1995. Convergence of higher order upwind finite volume

schemes on unstructured grids for scalar conservation laws in several space dimensions.

Numer. Math. 71 (4), 527–560.

Kruzkhov, S.N., 1970. First order quasilinear equations in several independent variables. USSR

Math. Sbornik. 10 (2), 217–243. http://dx.doi.org/10.1070/SM1970v010n02ABEH002156.

Kurganov, A., 2016. Central schemes: A powerful black-box solver for nonlinear hyperbolic

PDEs. Handbook of Numerical Analysis, vol. 17. Elsevier, Amsterdam, pp. 525–548.

Lax, P.D., 1957. Hyperbolic systems of conservation laws II. Comm. Pure Appl. Math.

10, 537–566. http://dx.doi.org/10.1002/cpa.3160100406.

Entropy Stable Schemes Chapter 18 491

http://dx.doi.org/10.1016/j.jcp.2011.03.042
http://dx.doi.org/10.1137/110836961
http://dx.doi.org/10.1007/s10208-015-9299-z
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0100
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0100
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0105
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0105
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0110
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0110
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0115
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0115
http://dx.doi.org/10.1007/s11202-008-0081-1
http://dx.doi.org/10.1007/s11202-008-0081-1
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0125
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0125
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0125
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0130
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0130
http://dx.doi.org/10.1002/cpa.3160290305
http://dx.doi.org/10.1002/cpa.3160290305
http://dx.doi.org/10.1016/0021-9991(87)90031-3
http://dx.doi.org/10.1016/0021-9991(87)90031-3
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0145
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0145
http://dx.doi.org/10.1016/j.jcp.2009.04.021
http://dx.doi.org/10.1016/j.jcp.2009.04.021
http://dx.doi.org/10.1090/S0025-5718-1994-1223232-7
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0160
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0160
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0160
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0160
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0165
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0165
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0165
http://dx.doi.org/10.1070/SM1970v010n02ABEH002156
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0175
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0175
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0175
http://dx.doi.org/10.1002/cpa.3160100406


Lax, P.D., 1971. Shock waves and entropy. In: Zarantonello, E. (Ed.), Contributions to Nonlinear

Functional Analysis, Academic Press, New York, pp. 603–634.

Lax, P.D., 1973. Hyperbolic Systems of Conservation Laws and the Mathematical Theory of

Shock Waves. vol. 11. SIAM Regional Conference Lectures in Applied Mathematics.

Lax, P.D., 1986. On dispersive difference schemes. Physica D. 18, 250–254. http://dx.doi.org/

10.1016/0167-2789(86)90185-5.

Lax, P.D., 2014. John von Neumann: the early years, the years at Los Alamos and the road to

computing. In: Modern Perspectives in Applied Mathematics: Theory and Numerics of PDEs.

www.ki-net.umd.edu/tn60/2014_04_30_Lax_Banquet_talk.pdf.

Lax, P.D., Wendroff, B., 1960. Systems of conservation laws. Comm. Pure Appl. Math.

13, 217–237. http://dx.doi.org/10.1002/cpa.3160130205.

LeFloch, P., Rohde, C., 2000. High-order schemes, entropy inequalities and non-classical shocks.

SIAM J. Numer. Anal. 37, 2023–2060. http://dx.doi.org/10.1137/S0036142998345256.

LeFloch, P., Mercier, J.M., Rohde, C., 2002. Fully discrete, entropy conservative schemes of arbitrary

order. SIAM J. Numer. Anal. 40, 1968–1992. http://dx.doi.org/10.1137/S003614290240069X.

LeVeque, R., 1992. Numerical Methods for Conservation Laws. Lectures in Mathematics.

Birkh€auser, Basel.

LeVeque, R., 2002. Finite Volume Methods for Hyperbolic Problems. Texts in Applied Mathe-

matics. Cambridge University Press, Cambridge.

Majda, A., Osher, S., 1978. A systematic approach for correcting nonlinear instabilities: the Lax-

Wendroff scheme for scalar conservation laws. Numer. Math. 30, 429–452. http://dx.doi.org/

10.1007/BF01398510.

Majda, A., Osher, S., 1979. Numerical viscosity and the entropy condition. Comm. Pure Appl.

Math. 32, 797–838. http://dx.doi.org/10.1002/cpa.3160320605.

Makridakis, C., Perthame, B., 2003. Sharp CFL, discrete kinetic formulation and entropy schemes

for scalar conservation laws. SIAM J. Numer. Anal. 41 (3), 1032–1051. http://dx.doi.org/

10.1137/S0036142902402997.

Mock, M.S., 1980. Systems of conservation of mixed type. J. Diff. Eqns 37, 70–88. http://dx.doi.

org/10.1016/0022-0396(80)90089-3.

Nessyahu, H., Tadmor, E., 1990. Non-oscillatory central differencing for hyperbolic conservation

laws. J. Comput. Phys. 87, 408–463. http://dx.doi.org/10.1016/0021-9991(90)90260-8.

Osher, S., 1984. Riemann solvers, the entropy condition, and difference approximations. SIAM J.

Numer. Anal. 21, 217–235. http://dx.doi.org/10.1137/0721016.

Osher, S., 1985. Convergence of generalized MUSCL schemes. SIAM J Numer. Anal.

22, 947–961. http://dx.doi.org/10.1137/0722057.

Osher, S., Tadmor, E., 1988. On the convergence of difference approximations to scalar conserva-

tion laws. Math. Comp. 50, 19–51. http://dx.doi.org/10.1090/S0025-5718-1988-0917817-X.

Popov, B., Trifonov, O., 2006. One sided stability and convergence of the Nessyahu-Tadmor

scheme. Numer. Math. 104, 539–559. http://dx.doi.org/10.1007/s00211-006-0015-4.

Qiu, J., Zhang, Q., 2016. Stability, error estimate and limiters of discontinuous Galerkin methods.

Handbook of Numerical Analysis, vol. 17. Elsevier, Amsterdam, pp. 147–171.

Ray, D., Chandrashekara, P., Fjordholm, U.S., Mishra, S., 2016. Entropy stable scheme on two-

dimensional unstructured grids for Euler equations. Comm. Comput. Phys. 19 (5),

1111–1140. http://dx.doi.org/10.4208/cicp.scpde14.43s.

Richtmyer, R., Morton, B., 1967. Difference Methods for Initial-Value Problems, second ed.

Wiley-Interscience, New York.

Roe, P.L., 1981. Approximate Riemann solvers, parameter vectors and difference schemes.

J. Comput. Phys. 43, 357–372. http://dx.doi.org/10.1016/0021-9991(81)90128-5.

492 Handbook of Numerical Analysis

http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0185
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0185
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0190
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0190
http://dx.doi.org/10.1016/0167-2789(86)90185-5
http://dx.doi.org/10.1016/0167-2789(86)90185-5
http://www.ki-net.umd.edu/tn60/2014_04_30_Lax_Banquet_talk.pdf
http://dx.doi.org/10.1002/cpa.3160130205
http://dx.doi.org/10.1137/S0036142998345256
http://dx.doi.org/10.1137/S003614290240069X
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0220
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0220
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0220
http://dx.doi.org/10.1007/BF01398510
http://dx.doi.org/10.1007/BF01398510
http://dx.doi.org/10.1002/cpa.3160320605
http://dx.doi.org/10.1137/S0036142902402997
http://dx.doi.org/10.1137/S0036142902402997
http://dx.doi.org/10.1016/0022-0396(80)90089-3
http://dx.doi.org/10.1016/0022-0396(80)90089-3
http://dx.doi.org/10.1016/0021-9991(90)90260-8
http://dx.doi.org/10.1137/0721016
http://dx.doi.org/10.1137/0722057
http://dx.doi.org/10.1090/S0025-5718-1988-0917817-X
http://dx.doi.org/10.1007/s00211-006-0015-4
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0270
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0270
http://dx.doi.org/10.4208/cicp.scpde14.43s
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0280
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0280
http://dx.doi.org/10.1016/0021-9991(81)90128-5


Rusanov, V.V., 1961. Calculation of interaction of non-steady shock-waves with obstacles.

J. Comput. Math. Phys USSR 1 (2), 304–320. http://dx.doi.org/10.1016/0041-5553(62)

90062-9.

Sanders, R., 1983. On convergence of monotone finite difference schemes with variable spatial dif-

ferencing. Math. Comp. 40, 91–106. http://dx.doi.org/10.1090/S0025-5718-1983-0679435-6.

Serre, D., 2000. Hyperbolic Conservation Laws. Vol I. Geometric Structures, Oscillations, and

Initial-Boundary Value Problem; vol. II Hyperbolicity, Entropies, Shock Waves. Cambridge

University Press, Cambridge.

Shu, C.W., Osher, S., 1989. Efficient implementation of essentially non-oscillatory schemes—II.

J. Comput. Phys. 83, 32–78. http://dx.doi.org/10.1016/0021-9991(89)90222-2.

Smoller, J., 1983. Shock Waves and Reaction Diffusion Equations. Springer, Berlin.

Sonar, T., 2016. Classical finite volume methods. Handbook of Numerical Analysis, vol. 17.

Elsevier, Amsterdam, pp. 55–76.

Tadmor, E., 1984. Numerical viscosity and the entropy condition for conservative difference

schemes. Math. Comp. 43, 369–381. http://dx.doi.org/10.1090/S0025-5718-1984-0758189-X.

Tadmor, E., 1987. The numerical viscosity of entropy stable schemes for systems of conservation

laws, I. Math. Comp. 49, 91–103. http://dx.doi.org/10.1090/S0025-5718-1987-0890255-3.

Tadmor, E., 2002. From semi-discrete to fully discrete: stability of Runge–Kutta schemes by the

energy method. II. In: Estep, D., Tavener, S. (Eds.), Collected Lectures on the Preservation of

Stability under Discretization, Lecture Notes from Colorado State University Conference,

Fort Collins, CO, 2001, Proc. in Applied Math. 109, SIAM, 25–49.

Tadmor, E., 2003. Entropy stability theory for difference approximations of nonlinear conserva-

tion laws and related time dependent problems. Acta Numer. 42, 451–512. http://dx.doi.org/

10.1017/S0962492902000156.

Tadmor, E., Zhong, W., 2006. Entropy stable approximations of Navier-Stokes equations with no

artificial numerical viscosity. J. Hyperbolic DEs. 3, 529–559. http://dx.doi.org/10.1142/

S0219891606000896.

von Neumann, J., Richtmyer, R.D., 1950. A method for the numerical calculation of hydrody-

namic shocks. J. Appl. Phys. 21, 232–237. http://dx.doi.org/10.1063/1.1699639.

Whitham, G.B., 1999. Linear and Nonlinear Waves. Wiley-Interscience, New York.

Xing, Y., 2017. Numerical methods for the nonlinear shallow water equations. Handbook of

Numerical Analysis, vol. 18. Elsevier, Amsterdam, article in press.

Entropy Stable Schemes Chapter 18 493

http://dx.doi.org/10.1016/0041-5553(62)90062-9
http://dx.doi.org/10.1016/0041-5553(62)90062-9
http://dx.doi.org/10.1090/S0025-5718-1983-0679435-6
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0300
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0300
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0300
http://dx.doi.org/10.1016/0021-9991(89)90222-2
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0310
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0315
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0315
http://dx.doi.org/10.1090/S0025-5718-1984-0758189-X
http://dx.doi.org/10.1090/S0025-5718-1987-0890255-3
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0330
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0330
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0330
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0330
http://dx.doi.org/10.1017/S0962492902000156
http://dx.doi.org/10.1017/S0962492902000156
http://dx.doi.org/10.1142/S0219891606000896
http://dx.doi.org/10.1142/S0219891606000896
http://dx.doi.org/10.1063/1.1699639
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0350
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0355
http://refhub.elsevier.com/S1570-8659(16)30015-1/rf0355



